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Abstract

This paper examines the impact of eco-anxiety on the classification of insurance loss
data using experiments with Large Language Model (LLM) agents. When individ-
uals experience eco-anxiety, a third perceive risks as uninsurable, while those who
still consider them insurable anticipate a 50% increase in expected loss. Additionally,
wisdom——proxied by demographic characteristics such as age and experience—has no
statistically significant effect on these outcomes. These findings highlight the need for
a rational, collective approach to risk assessment that fosters informed action without
exacerbating anxiety.
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1 INTRODUCTION

Economic systems can face sudden and unexpected disruptions, such as pandemics or geopo-
litical instability, caused by undergoing profound phenomenon such as climate change. Cli-
mate change amplifies the unpredictability of insurance loss distributions, leading to extreme
and unforeseen outcomes. The mere knowledge of upcoming disruptions can reshape the be-
haviors of economic agents. Even rational professionals, such as actuaries, may experience
decision-making biases caused by eco-anxiety, which could inadvertently contribute to sub-
jective uninsurability. When eco-anxiety becomes prevalent in a population, some assets
might stop being considered insurable, which could prevent a collective and rational prob-
lem solving approach in the face of climate change. This paper introduces a novel approach
to understanding how eco-anxiety can reshape the insurance market by leveraging Large
Language Models (LLMs), such as ChatGPT, to conduct rapid, cost-effective insurance ex-
periments and simulations. Our research focuses on testing eco-anxiety and key demographic
characteristics influence on how agents model and understand insurance losses. We build
our experimental design using best practices and the ranking for demographic factors for
integrating LLMs into behavioral experiments in Vansteenberghe (2025). Our experiments
consist in asking agents to characterizing insurance losses from a small sample and our main
focus are the implications of eco-anxiety for this task.

The experiment in this paper is grounded in the judgment under uncertainty literature
(Tversky and Kahneman, 1974), where we task LLM agents with choosing between two para-
metric distribution families to express their beliefs. Drawing from this literature, particularly
the bias linked to representativeness, we hypothesize that agents will predominantly classify
samples as originating from a Gaussian Data Generation Process (DGP). This bias is driven
by two factors: (1) agents may underestimate the likelihood of observing extreme values from
a Pareto distribution in small samples, and (2) the Gaussian distribution’s familiarity—it is
widely recognized and frequently encountered, both by the general population and trained
statisticians. A notable example supporting this familiarity is the Central Limit Theorem,
which highlights the prevalence of Gaussian approximations. Additionally, the statistical
profession often relies on the normality assumption due to its computational convenience
(LaValle, 2006) and the challenges associated with detecting outliers (Leys et al., 2013). In
some cases, normality assumptions are even encouraged (Knief and Forstmeier, 2021). We
use known DGPs representing insurance losses to assess the behavioral realism of LLMs and

enable a comparison with human participants in a laboratory. As experiment supervisor we



generate random samples from either a Gaussian or a Pareto distributions. Each participant
is tasked with discriminating whether the insurance loss sample comes from a “normal” or
“fat tailed” distribution. The discrimination is reported confidentially to the experiment
supervisor. A first straightforward test for the supervisor is whether the LLMs present the
same bias as humans with respect to “normality”. In a second phase of the experiment, we
introduce eco-anxiety framing and evaluate first if the bias switch to pessimism and second
if the demographic characteristics are influenced differently by eco-anxiety.

To efficiently initiate this research before securing funding for human-based experiments,
we begin by leveraging LLM agents.! The first step involves following the most effective
approach to prompt these models, based on the literature and surveys among researchers
(Vansteenberghe, 2025). Next, we rely on the literature to reveal agents preference for in-
surance such as works on willingness-to-pay for flood-related insurance under climate change
by Botzen, Aerts and van den Bergh (2008) for the Netherlands and Poussin, Botzen and
Aerts (2013) for France. This literature provides respondent-level characteristics suitable for
validating behavioral insurance experiments. However, given the availability of such data
and prior research for LLM training, we focus on developing a unique experimental approach
in this work to avoid seeing our LLM reciting or plagiarizing published work. An exciting ex-
tension of this research is the creation of methods to generate novel, never-before-published
synthetic datasets for insurance experiments. This aligns with efforts in other domains, such
as Assefa et al. (2020) in finance and Walonoski et al. (2018) in healthcare. Such datasets
could validate the guidelines, tools, and architectures proposed in this paper while serving
as valuable resources for future research.?

Literature: The experiment setup in this paper simplifies the complexity of informa-
tion and decisions that economic agents face about insurance losses. Nevertheless, we aim
to demonstrate how this can be applied to address current and pressing questions in insur-
ance. Clearly identifiable examples are the growing impact of climate change on insurance
losses (Charpentier, 2008) and behavioral consequences. Before insurance experts decide
to revise their models and infrastructure, they must determine if the climate change has
reached a tipping point. If so, they can decide that traditional models collapsed (Lenton
et al., 2008; Ditlevsen and Ditlevsen, 2023) and agent fundamentally changed their decision

making. This change can be a subjective or objective shift due to eco-anxiety (Pihkala, 2020;

1To fully realize the potential of this research, we aim to conduct a novel laboratory experiment or access
an unpublished survey dataset.

2These synthetic datasets could also facilitate further studies and applications, reinforcing the method-
ological contributions of this work.



Hickman et al., 2021; Stanley et al., 2021; Coffey et al., 2021; Whitmarsh et al., 2022). There
is therefore an identified challenge from economic agents risk perceptions and behaviors in in-
surance demand up to experts driving insurance supply. On the policyholder side, Harrison
and Elisabet Rutstrom (2008) review the experimental evidence on risk aversion in con-
trolled laboratory settings and Richter, Schiller and Schlesinger (2014) and Jaspersen (2016)
review the literature in insurance demand experiments and surveys. Bhargava, Loewenstein
and Sydnor (2017) show how policyholders can chose dominated options which contradict
standard economic model of insurance choice. Harrison and Ng (2019) cite the behavioral
insurance literature where roughly 50% of subjects best characterized by Expected Utility
Theory (EUT) and 50% best characterized by Rank-Dependent Utility (RDU). This is a
starting point to test whether LLM experiment can replicate this observed split among pol-
icyholders. There is on top of the concern that laboratory experiments results might not
reflect behavior in naturally occurring settings (Harrison, List and Towe, 2007). On the
insurance expert side, Haigh and List (2005) found that professional traders often exhibit
greater myopic loss aversion than students, a counterintuitive result suggesting that even
seasoned professionals can harbor biases typically associated with less informed individu-
als. Similarly, Alevy, Haigh and List (2007) demonstrated that professionals’ decisions in
experimental auctions align more closely with theoretical predictions, underscoring the role
of experience in enhancing decision-making quality. Vansteenberghe (2024) builds on Raviv
(1979) to model the insurance market when insurance experts have heterogeneous beliefs
driven by climate change. We contribute to this debate by evaluating the potential shift in
policyholders perceptions and insurance expert modeling.

Section 2 introduce our main experiment design using LLMs. Section 3 presents the
experiment results and detail the impact of the eco-anxiety framing. Section 4 discusses our

results and concludes.



2 EXPERIMENT DESIGN wWITH LLMSs

To enable controlled comparisons, independent and identically distributed (iid) samples are
drawn from two distinct probability distribution functions. The first is a Pareto DGP with
a fixed threshold of zero and the second is a Gaussian DGP. The main idea is to chose
parameters so that the samples cannot be overtly discriminated. The Kolmogorov-Smirnov
(KS) statistic was used to calibrate the parameters of the distributions to align their means
and variances. Using a grid search approach, four parameters were optimized while fixing
the Pareto threshold at zero.®> The Gaussian samples are truncated below zero to maintain
compatibility with the Pareto distribution’s positive support, reflecting real-world positive
insurance losses. Once the parameters were optimized, the sample size was calibrated to
achieve a balanced probability of correctly classifying the DGP type. Specifically, the goal
was to ensure that the likelihood of accurately attributing the DGP to a specific type was
approximately 50%. This was achieved using a two-sample KS test to evaluate the goodness
of fit between observed samples and the theoretical distribution. A Monte Carlo (MC)
simulation with 10° runs was employed, incrementally increasing the sample size n and
recording the p-value from the KS test at each step. The critical sample size, ngs, was
determined as the value of n where the median p-value crossed the 10% significance threshold.
A sample size of ten observations balances the probability of correctly identifying the DGP
type, as illustrated in Figure 1. Now, with this calibration and sample sizes, we can expect
unbiased statisticians to correctly classify the sample half of the time, which will allow
Pearson chi-square tests to detect biases in judgments.

The experiment involves m economic agents, all simulated using ChatGPT ol-mini. At
the time of the first draft of this paper (December 2024), this model provided a suitable
balance between cost-efficiency and advanced capabilities. The experiments were executed
via API calls, ensuring flexibility and scalability in handling multiple agents and scenarios.
The cost structure for the API was 1.5 USD input and 21.9 USD output cost for a thou-
sand runs with 500 agents under the baseline and 500 agents under the eco-anxiety framing
scenario. These costs influenced the design of the experiments, encouraging efficiency while
maintaining the scope necessary for robust analysis. To ensure consistency and minimize

variability in the outputs, we deliberately chose not to adjust the model’s temperature, a

3The resulting Pareto parameters were: scale = 9.5234375 and shape = 2.25685313, providing the nec-

essary degrees of freedom for matching. The Gaussian parameters were then figaussian = % and
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parameter controlling the randomness of the LLM’s responses. While higher temperatures
can introduce creative variability, potentially capturing a broader range of plausible human
behaviors, they first reduce reproducibility of our work and second increase the required
sample size to test our effects.

The LLMs generate random profiles with heterogeneous demographic characteristics, fo-
cusing on those ranked in the researchers’ survey (Vansteenberghe, 2025). In this experiment,
we evaluate the influence of Financial Literacy, Education Attainment, and Sector of Em-
ployment by distinguishing between a Statistician with a PhD and a Farmer with no formal
diploma.* We also test the effects of Professional Experience, Age, and Gender. According
to our survey of researchers, the Role should have the strongest effect and Gender the least.
We followed prompt engineering guidelines in Vansteenberghe (2025) and describe our pro-
cess of writing the prompt for this experiment based on those guidelines Table 10. Prompt
Engineering, also known as In-Context Prompting, refers to methods for how to commu-
nicate with an LLM to steer its behavior towards desired outcomes without updating the
model’s weights. It is an empirical science, and the effects of prompt engineering methods
can vary significantly among models, thus requiring heavy experimentation and heuristics.
Prompt engineering is a developing field of academic study (White et al., 2023; Giray, 2023;
Wang et al., 2023; Jojic, Wang and Jojic, 2023). Our main prompt for this experiment was

finalized as (the sample of size 10 observations being updated each time):

o Experiment: Parametric Distribution Identification

— Profile Setup:
* Role: Randomly assign one of the following roles:
1. Statistician in the Finance industry with a PhD;
2. Farmer with no formal diploma.
* Gender: Randomly assign a gender (Male or Female).
« Age: Randomly assign an age (minimum 22 years).
«x Experience: Randomly assign years of professional experience (not exceeding
age - 18).
— Task Objective: Analyze a dataset to identify its Data Generating Process
(DGP), guided by your assigned profile.
— Dataset Details:

4We focus on binary extremes to limit the number of potential combinations needed for statistical testing.
We decided to focus on Farmer as they are exposed to insurance losses for their crops and they have likely
faced insurance decision and are known to under-insure (Grislain-Letrémy, Villeneuve and Yeterian, 2024).



« Possible Distributions: Gaussian (Normal) or Pareto.
— Output Format: Provide a single-line result with these details:
« Parameters: loc, scale, and shape (use NA for shape in Gaussian).
* Chosen Distribution: norm for Gaussian, pareto for Pareto.
* Method Used: Brief description of the identification method (e.g., Kolmogorov-
Smirnov test, histogram analysis).
*x Profile Information: Role, Gender, Age, Experience.
— Output Examples:
1. 0,1 ,norm,Kolmogorov-Smirnov test,35,Male,17,Statistician
2. 1,1.5,2,pareto,Histogram analysis,28,Female,6,Farmer

o Input: A sample of size 10 observations:

32.69330325078325
23.01804007181683
0.35765309776633253
18.836435657036173
17.1389655992674
17.13411786433262
46.640015462016535
17.726928616489516
3.2532160515624122
10.027199635841825

When we framed with eco-anxiety, we modify the Task Objective:

o Analyze a dataset to identify its Data Generating Process (DGP), guided by your as-
signed profile. The analysis should consider the framing of eco-anxiety: accelerating
climate change threatens irreversible damage within our lifetime, characterized by ex-
treme and unpredictable events (e.g., insurance failure, food insecurity). Reflect on how

these concerns might shape the choice of the most plausible distribution.

Upon securing funding, a subsequent project will incorporate human economic agents
through laboratory experiments or surveys. Participants will be selected to ensure demo-
graphic heterogeneity, with pilot studies conducted at conferences to address the complexity
of subjective probability distribution tasks. We will then run LLM experiments with the

demographic characteristics of participants from the laboratory study.



3 LLM EXPERIMENT RESULTS

The experiment involved a controlled assessment where LLMs, prompted with specific roles
and demographic characteristics, were tasked with identifying and characterizing insurance
loss data generated from Gaussian or Pareto distributions. The randomly generated sam-
ples were evenly distributed between normal and fat-tailed cases. Table 1 summarize the
observations from Gaussian and Pareto samples. Figure 2 presents histograms of the sample
data used in the experiment. Notably, the small sample sizes hinder straightforward dis-
crimination between Gaussian and Pareto distributions based solely on empirical histogram
visuals. However, when samples from each distribution are pooled together, as shown in
Figure 3, the visual distinction becomes evident. This is further illustrated by comparing
the empirical distributions of the sample maxima: while extreme observations are present in
Pareto samples, their occurrence is infrequent due to the limited sample size.

TABLE 1

Comparison of pooled Gaussian and Pareto samples.

Gaussian Pareto

Count 2600 2590
Mean 25.7 7.5
Std Dev 16.9 13.6
Skewness 0.7 6.4
Min 0.0458 0.0030
Max 89.4  201.2

Note: The Mean and Standard Deviation here seems different,
but when tested with higher sample size 10%, they do converge.

3.1 Baseline experiment results

As expected, LLM agents utilized various statistical tests to discriminate between Gaussian
and fat tailed DGP. The methods employed include KS tests and histogram analysis, we
provide some illustrative examples Table 11. Table 2 provide the frequency of method used
and we find that they have comparable accuracy. The results underscored the challenges
in distinguishing between the heavy tails of Pareto distributions and the thinner tails of
Gaussian distributions, particularly in smaller sample sizes. Conditional on guessing the
correct parametric distribution type, Figure 4 display the estimated parameters against the
true underlying DGP parameters. The standard deviation of the estimates are important

and a focus on the shape of the Pareto distribution indicates that some agents anticipated an



uninsurable loss distribution, with a shape parameter below 1, this is even more pronounce

when eco-anxiety framing is introduced in the second experiment.

TABLE 2
Discrimination method used and Accuracy.
Method Used Frequency Accuracy
Histogram analysis 207 0.56
Kolmogorov-Smirnov test 299 0.62
Maximum Likelihood Estimation 13 0.62
Note: The accuracy differences we can observe in our experiment is not going to be driven by the method
used.

The construction of the expected contingency table, with expected frequencies under the
null hypothesis reported in Table 3, is based on the following assumptions. The data set
contains N samples, equally divided between two classes: Gaussian and Pareto. Half of the
predictions (IV/2) are made correctly, distinguishing Gaussian from Pareto samples. This is
due to our parametrization of the DGP and our choice of sample size to have only half of
the time the p-value of the KS test below the 10% threshold. For the remaining N/2, the
classifier randomly assigns labels, distributing predictions equally.

TABLE 3

Expected Contingency Table for LLM Classification under Null Hypothesis
Predicted \Actual Gaussian Pareto Total

Gaussian 3N/8 N/8 N/2

Pareto N/8 3N/8 N/2

Total N/2 N/2 N
TABLE 4

Observed Contingency Table for LLM Classification
Predicted \Actual Gaussian Pareto

Gaussian 139 88
Pareto 121 171

Note: Outcome of our LLM experiment. ChatGPT ol-mini was used with prompting sent by API.

Table 4 presents the observed contingency table of predictions for our baseline experiment
with ChatGPT ol-mini. The Pearson chi-squared test yielded a quasi-null p-value, confirm-
ing a highly statistically significant relationship between predictions and true DGPs at any
conventional significance level. This result provides strong evidence against the null hypoth-
esis of independence, indicating that classifier performance is systematically influenced by

the underlying DGP. This is the first and preliminary results of our baseline experiment:



the way we prompted the LLMs enables a discrimination of small samples between Gaussian
and Pareto, despite the task being complex and the DGP and sample size chosen for the
discrimination to require careful investigations.

To formally assess whether experts exhibit a bias for or against Gaussian or Pareto
distributions, we calculate the difference between observed and expected frequencies in each
cell of the contingency table. A Chi-Squared Goodness-of-Fit Test is applied, comparing the
observed and expected frequencies. The p-value of p < 0.001 indicates a significant deviation
from the null hypothesis. This suggests systematic biases in expert predictions. To further

investigate directional biases, we define a bias ratio:

Predicted Gaussian Correct 139

= ~ 61.3
Predicted Gaussian Total 139 4+ 88 %

Bias Ratio (Gaussian) =

Predicted Pareto Correct B 171

= ~ b8.6
Predicted Pareto Total 121+ 171 %

Bias Ratio (Pareto) =

While both ratios are above random assignment levels (50%), the higher accuracy for
Gaussian suggests a potential subtle bias towards Gaussian classification. This is as expected
by existing literature on representativeness (Tversky and Kahneman, 1974; LaValle, 2006;
Knief and Forstmeier, 2021).

Next, we search for evidence of an effect of the expert characteristics on this discrimi-
nation capacity and find no evidence, meaning that under the baseline experiment. Table
5 summarizes the classification accuracy, bias, and representation for Farmers and Statisti-
cians compared to the overall population. As intuitively expected, a Farmer with no formal
education is more likely to rely on a histogram analysis than a formal KS test than a Statis-
tician with a PhD. Nevertheless, the LLMs agents acting as Farmers are still using a KS
test, a proportion no expected in a laboratory experiment with human agents.

The Pearson chi-squared test results indicate a statistically significant relationship be-
tween role and classification performance for Farmers (p = 0.0008), as well as for Statisticians
(p = 0.0003). These findings suggest that the role of the expert has no impact on the clas-
sification performance for this experiment, this is mainly due to the fact that the Method
Used has no significant impact on the classification accuracy.

The Pearson chi-squared test results indicate a statistically significant relationship be-
tween gender and classification performance for Males (p = 0.003) and Females (p = 0.002)
are not significant. These findings suggest that gender has no impact on the classification

performance.



TABLE 5
Role-based Analysis of Classification Performance and Representation

‘ Role ‘ Representation (%) ‘ Accuracy (%) ‘ Bias (Gaussian as Pareto) (%) ‘ Bias (Pareto as Gaussian) (%) ‘ KS (%) ‘ Hist (%) ‘ MLE (%) ‘
Overall 100.00 59.73 23.31 16.96 57.61 39.88 2.50
Farmer 54.72 58.45 32.75 8.80 40.14 56.34 3.52
Statistician 45.28 61.28 11.91 26.81 78.72 20.00 1.28
Male 31.21 62.35 20.99 16.67 66.67 32.10 1.23
Female 68.79 58.54 24.37 17.09 53.50 43.42 3.08

Next, we analyze the relationship between experience (in years) and classification per-
formance. Table 12 summarizes the mean accuracy across experience ranges. The Pearson
correlation coefficient between experience and accuracy (r = -0.01), (p = 0.7458) suggests
no significant linear relationship. The ANOVA test results (p-value = 0.7159) confirms no
statistically significant differences in classification accuracy across the defined experience
groups . Linear regression analysis (Table 13) also confirms no significant relationship be-

tween experience and classification accuracy.

3.2 Main experiment with eco-anxiety framing results

Eco-anxiety framing was introduced in our main experiment, using the same samples and the
same agents (but framed with eco-anxiety) as the baseline. We find as intuitively expected
a bias toward the Pareto classification and a higher share of expectations that the insurance
losses are uninsurable.

The overall accuracy of the classifier dropped, while its performance varied significantly
between the two distributions. The accuracy for the Gaussian distribution was 17.31%,
whereas for the Pareto distribution, it was notably higher at 89.19%. The observed contin-
gency table in Table 6 reveals a significant imbalance in classifier predictions. The Pearson
chi-squared test yields a quasi-null p-value, confirming that the null hypothesis of indepen-
dence is strongly rejected at any conventional significance level. These results highlight that
the classifier’s performance is systematically influenced by the underlying distribution, even
when eco-anxiety is introduced. While the overall accuracy remains consistent, the stark dis-
crepancy in classification accuracy across distributions suggests that eco-anxiety amplifies
classification biases, favoring the Pareto distribution over the Gaussian.

Table 7 summarizes the non-influence of role nor gender on the accuracy when eco-anxiety
is introduced. What is striking it that the method used are not stable under these conditions,
where now a higher proportion of farmers as using the KS test for discrimination compared
with the baseline experiment with no eco-anxiety framing. This is an unexpected results but
should not impact our observed accuracy nor biases.

We test the credibility of the ranking of two categorical variables, Role and Gender. They
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TABLE 6
Observed Contingency Table for LLM Classification with Eco-anxiety

Predicted \Actual Gaussian Pareto

Gaussian 45 28
Pareto 215 231

Note: Outcome of our LLM experiment incorporating eco-anxiety. Chat-GPT o-mini was used with
prompting sent via API.

TABLE 7
Gender-based Analysis of Classification Performance and Representation
| Group | Representation (%) | Accuracy (%) | Bias (Gaussian as Pareto) (%) | Bias (Pareto as Gaussian) (%) | KS (%) | Hist (%) | MLE (%) |
Overall 100.00 53.18 41.43 5.39 73.99 18.88 3.85
Farmer 54.72 50.70 43.31 5.99 64.44 28.52 4.23
Statistician 45.28 56.17 39.15 4.68 85.53 7.23 3.40
Male 31.21 48.77 44.44 6.79 74.69 16.05 4.32
Female 68.79 55.18 40.06 4.76 73.67 20.17 3.64

are well separated in our survey outcome. We find no evidence of demographics characteristic
impact on the accuracy of the main task in the baseline experiment. We next rely on the
eco-anxiety outcome as they present the most bias and economic intuition would be in
favor of differentiated eco-anxiety reaction based on exposure to climate change (farmers) or
experience (wisdom).

The chi-squared analysis revealed subgroup-specific patterns, with Females (p = 0.021)
and Statisticians (p = 0.052) showing marginally significant associations with classification
performance under eco-anxiety framing. However, chi-squared test results indicated no sta-
tistically significant relationship for Farmers (p = 0.441) or Males (p = 1.0). These results
suggest that eco-anxiety may disproportionately affect classification performance in specific
subgroups. However, when tested jointly, the significance with a logistic regression analysis
is absent, Table 8.

We test the inclusion of eco-anxiety and the relationship between experience (in years)
and classification performance. Descriptive statistics revealed no notable differences in mean

experience between correctly and incorrectly classified samples:

e Correct Classification: Mean = 9.76, Variance = 10.14

TABLE 8
Logistic Regression Analysis of Role and Gender Impact
Variable Coefficient Std. Error z-Value p-Value
Intercept 0.1024 0.1278 0.8014  0.4229
Role Statistician 0.2680 0.1803  1.4865 0.1372
Gender Male -0.3059 0.1932 -1.5837  0.1133
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e Incorrect Classification: Mean = 9.86, Variance = 8.43

Correlation analysis showed no significant linear relationship between experience and
accuracy, with a Pearson correlation coefficient of r = —0.02 (p = 0.7136). This result
was consistent with the findings of the ANOVA test, which yielded an F-statistic of 0.33
(p = 0.8061), confirming no significant differences in classification accuracy across defined
experience groups. Table 14 presents the regression analysis results, which also suggest
no significant relationship between experience and classification accuracy under eco-anxiety
conditions.

TABLE 9
Experience Group Statistics with Eco-anxiety

Experience Range (Years) Mean Accuracy Count

[1,6) 0.5652 46
[6,11) 0.5369 298
[11,16) 0.5033 151
[16,21) 0.5833 24

These results confirm that, even under eco-anxiety conditions, experience does not appear
to be a significant factor influencing classification performance. In this experiment, age and
experience, that we consider a proxy for wisdom, did not differ in how eco-anxiety would
influence the discrimination. We run an experiment with more than 500 agents (simulated
by LLMs). And yet, we cannot find statistical significance of demographic characteristics on
agents judgment of insurance losses. This would need to be tested with human participants
on the same task.

We prompted our LLMs to understand why they discrimination task output were im-
pacted by eco-anxiety framing. The observed bias toward Pareto under eco-anxiety framing
can be attributed to how the framing emphasizes extreme and unpredictable events, con-
ceptually aligning with the heavy-tailed characteristics of the Pareto distribution. This
narrative primes ChatGPT to prioritize distributions that fit the semantic context of ex-
tremes, even when the dataset does not strongly support such a conclusion. Additionally,
the framing influence methodological interpretation, such as lowering the threshold for ac-
cepting a Pareto fit during KS tests or biasing histogram analysis toward emphasizing tail
features. As a pattern-matching engine, ChatGPT is further guided by linguistic cues like
"accelerating", "extreme", "unpredictable" and "irreversible," which reinforce Pareto-related

associations, anchoring its responses within the framing’s conceptual domain.
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4 DISCUSSION AND CONCLUSION

In this paper, we conduct both a baseline and an eco-anxiety framing experiment, where
agents classify insurance loss samples as either normal or exhibiting fat tails. Our main
finding reveals that, under the baseline scenario, agents correctly distinguish between nor-
mal (Gaussian) and extreme (Pareto) distributions, with 56% classifying samples as Pareto
instead of the true split, 50%. However, under eco-anxiety, classification shifts dramatically,
with 86% of samples identified as extreme. This shift extends beyond classification: even
when agents recognize the risk as normal, they estimate a 57% increase in expected loss.
Furthermore, while only 1% of agents in the baseline setting deem the risk uninsurable, this
figure rises to 36% under eco-anxiety, with an additional 47% perceiving the risk as too
volatile to estimate. These findings have significant policy implications. When individuals
experience eco-anxiety, a third perceive risks as uninsurable, while those who still consider
them insurable anticipate a 50% increase in expected loss. This heightened perception of
risk underscores the importance of responsible climate change communication. Rather than
downplaying risks, our results advocate for a rational, collective approach that fosters in-
formed action without exacerbating anxiety.

Our secondary finding indicates no statistically significant effect of demographic charac-
teristics on classification performance, either in the baseline scenario or under eco-anxiety
framing. This outcome suggests that the observed results are not driven by known biases
learn when the LLM was trained. We proxy wisdom with age and experience, but those
had no effect when prompting an LLM. If laboratory experiment confirm these results it will
confirm the growing literature on using LLMs to behave as human agents in the laboratory.
As next steps, our findings must be compared with human behavior to ensure that the ab-
sence of demographic effects in LLM-based experiments does not result from limitations in
the model’s ability to simulate realistic heterogeneity. Future research should investigate the
influence of and the best way of framing for LLM simulations and the potential for such mod-
els to inform decision-making in complex economic scenarios. When designing prompts for
behavioral insurance experiments using LLMs, researchers may prioritize task-specific fram-
ing, such as eco-anxiety, over the inclusion of detailed demographic profiles. Future work
should address this by incorporating human validation and exploring whether LLM agents
can adequately capture the nuanced effects of demographic characteristics in experimental

settings.
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FIGURE 1
Sample size and p-values
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Notes: We conducted 10 Monte Carlo simulations to compare samples from
Gaussian and Pareto distributions with equivalent expected means and vari-
ances. For each simulation, we generated a Gaussian sample truncated above
the Pareto threshold and a Pareto sample, ensuring comparable ranges. A
two-sample Kolmogorov-Smirnov (KS) test was applied, testing the null hy-
pothesis that the samples were drawn from the same distribution. The null
was rejected when the p-value fell below the 10% significance level, indicat-
ing sufficient evidence to distinguish between the distributions. The median
p-value of the KS test across simulations first crossed the critical threshold
when the sample size reached 10. Source: author’s computation.
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TABLE 10
Prompt Engineering Iterations Aligned with Consensus Ranking

Iteration | Description and Alignment with Consensus Ranking

1 Began with simple and generic prompts to establish a baseline understanding
of the model’s behavior. Evaluated outputs for accuracy and relevance, itera-
tively refining prompts by progressively adding complexity.

2 Explained the general objective of the simulation to clarify the goal of identi-
fying the underlying DGP using demographic and professional attributes.

3 Add "no yapping" in the prompt to reduce stochasticity in longer outputs and
enhance clarity.

4 Added specificity to desired outcomes by introducing precise formats and pro-
viding examples of outcomes, aligning with few-shot prompting approaches.

5 Assigned specific roles to the LLM, including professional and demographic

attributes, to enhance task relevance.

TABLE 11

Profile analysis correlating expert demographics, wrong DGP discrimination are in bold.

‘ Graphic ‘ loc ‘ scale ‘ shape ‘ Chosen Distribution ‘

Method ‘ Age ‘ Gender ‘ Experience ‘ Role ‘ Correct guess ‘

‘ l H ‘ ‘ 2.00 | 12.10 norm Kolmogorov-Smirnov test | 27 Male 8 Statistician True

1 7‘ " 10.67 | 1.50 | 2.00 pareto Histogram analysis 30 | Female 10 Farmer True

Hj—m 4.66 2.00 pareto Histogram analysis 28 | Female 5 Farmer False

—’ NN 2.50 | 1.30 norm Histogram analysis 28 | Female 8 Farmer False

- : ) n 1.50 | 2.30 norm Kolmogorov-Smirnov test | 27 | Female 5 Farmer True

FELem 1250 | 5.47 | 2.00 pareto Histogram analysis 27 Male 7 Farmer True
TABLE 12

Experience-based Analysis of Classification Performance

Experience Range | Mean Accuracy | Count

1,5 0.67 46

6, 10] 0.59 298

(11, 15] 0.59 151

16, 20] 0.62 24

TABLE 13
Regression Analysis of Experience and Accuracy

Variable Coefficient | Std. Error | t-Value | p-Value
Intercept 0.6198 0.0726 8.5385 | 0.0000
Experience | -0.0023 0.0071 -0.3243 | 0.7458
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TABLE 14
Regression Analysis of Experience and Accuracy with Eco-anxiety

Variable  Coefficient Std. Error t-Value p-Value

Intercept 0.5577 0.0738 7.5516 0.0000
Experience -0.0026 0.0072 -0.3672 0.7136
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